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In a cloud computing environment, various hardware and software services 
are provided to the users across multiple servers and data centers. These 
servers are communicated to each other to allow greater scalability, 
flexibility, and reliability. Reliability is a vital factor in cloud computing that 
ensures that the requested services will be delivered to the users whenever 
they request them. However, different hardware or software faults may 
occur in cloud servers or data centers that prevent the users from receiving 
the service. Fault tolerance is defined as the ability of the system to provide 
services to the users even with the presence of faults or failures. In this 
review, we focused on some of the emerging fault tolerance techniques 
researchers have proposed to tackle the fault issues in cloud computing. We 
divided these techniques into two main categories: proactive and reactive 
techniques. Proactive techniques involve protecting the system defects by 
proposing certain procedures to prevent reaching the defective condition. 
Reactive techniques refer to the ability of the cloud system to recover the 
defective server or framework to continue working and providing the 
service. 
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A. Introduction 
Recently, there has been an increasing demand for cloud computing services 
worldwide. These services may include data processing, online applications, 
virtual machines, and online storage. These services are provided by cloud agents 
with significant features, the users can access these services from remote locations 
with relatively low costs [1][2]. Cloud computing services offer a variety of 
services that can be requested at specific times and provided continuously without 
interruption. These services are provided through numerous servers and data 
centers located in many countries around the world to ensure the best service with 
the lowest response time and competitive prices [3][4]. Cloud service providers 
work continuously to achieve the highest level of reliability in their services. 
However, the large number of interconnected servers through the Internet may 
sometimes face various types of faults that can affect the quality of the provided 
service or cause service interruption for some users [5][6].  
The reliability factor in cloud computing services can be directly affected by some 
malfunctions or deficiencies in the cloud infrastructure. This hurts the quality of 
service provided to users [7]. Therefore, it is essential to adopt an early detection 
system for faults and failures to repair and restore the malfunctioning parts to 
continue operating, this could prevent the expansion of the fault and ensure that 
the service is presented continuously with sufficient quality [8]. Fault tolerance in 
cloud computing tends to deal with unexpected issues that result from errors and 
failures. To enhance reliability and achieve resilience in cloud computing, defects 
must be properly analyzed and addressed [9]. In cloud computing systems, there 
are two types of fault tolerance: hardware fault tolerance and software fault 
tolerance [10]. Fault tolerance is crucial as cloud resources are provided for error 
detection, identification, recovery, and enhancing user performance efficiency. 
Therefore, fault tolerance has become a vital challenge for cloud computing 
systems. The Key benefits of fault tolerance modification include reduced costs, 
error recovery, and improved performance indicators [11].  
Cloud vendors should pay attention to checking their cloud systems continuously 
for any failure or errors that may appear in any component or stage within the 
cloud environment. The focus should be on when, where, and how the failure may 
appear and how to prevent them [12]. However, recognizing the faults before a 
collapse is an important step, while recognizing the fault's nature is more 
important to take appropriate action and ensure that it will not appear again in the 
future [13]. Some faults can generate unavailable resources that cause the web 
applications and servers to fall apart The continuous changes in the cloud 
hardware and software force the current fault tolerance techniques to be updated 
to recognize conceptual differences between normal cloud variation and real-time 
failures [14].  
In this review, we focused on the many research studies that have proposed 
promised fault tolerance techniques to handle errors and failures in cloud 
computing. This review is organized as follows: The second section presents the 
main concepts about distributed and cloud systems. The third section involves the 
theoretical background of fault tolerance in cloud computing. The fourth section 
includes a literature review of some of the recent studies and techniques. In the 
fifth section, we summarized and discussed the proposed techniques. Section Six 
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includes some recommendations to improve the fault tolerance in cloud systems. 
Finally, section seven presents multiple conclusions from this study. 
 
B. Main Concepts of Distributed and Cloud Systems 

 

1. Distributed Systems 
Distributed System is defined as multiple, independent, heterogeneous, and 
physically separated computer systems that are connected via a centralized 
network to share the files and resources for executing specified goals. The 
computer is referred to as a node in the distributed systems [15]. 
 
1.1 Benefits of The Distributed Systems 
The main three benefits of the distributed systems can be summarized as follows: 
• Scalability: As a task is executed by a computer separately, therefore, 
expanding the system by adding more nodes to increase the performance is an 
easy and cost-effective process [16]. 
• Reliability: The ability to continue executing the tasks through hundreds of 
nodes even with a failure in a single or multiple nodes is a crucial factor in the 
distribution system [17]. 
• Performance: The efficiency of the distributed systems is optimized as the 
workloads are distributed on multiple nodes to be executed separately [18]. 

1.2 Architectures of Distributed Systems 
In general, distributed systems can be classified into three main architectures: 
• Client-Server: Clients (nodes) receive data (tasks) from the server, execute 
these tasks, share the results, and finally store the results in the server [19]. 
• Three-tier: Dividing the system components into three separate layers. Each 
layer is responsible for performing specific tasks. It is very useful for security 
and scalability concepts [20]. 
• Peer-to-peer: Each node can be a server and client and sends or receives data 
to or from another node directly. There are uniform responsibilities among 
nodes in the system [20]. 
 

2. Cloud System 
Cloud computing is a new computing style that accesses, processes, and stores data 
or programs over the Internet from remote sites. It can be done anywhere, anytime 
using any computer device [19]. 
2.1 Cloud service models 
Cloud systems can present services in three models as follows: 

• Infrastructure as a Service (IaaS): It enables the users to access the 
storage, networking, servers, and other computing resources via the cloud 
with a high level of control and flexibility [20]. 

• Platform as a Service (PaaS): This model presents its services to developers. 
It involves leasing a variety of cloud-based platforms to the users for the 
building and development of multi-purpose applications [21]. 

• Software as a Service (SaaS):  Delivers various applications as a service over 
the Internet instead of installing on the user’s computers. It provides cost-
effective, flexible, and reliable applications to users [22]. 
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2.2 Cloud Deployment Models 
• Private Cloud: It is owned by a single organization, this organization 

manages, maintains, and operates the cloud to present services to the 
organization’s users only [23]. 

• Private Cloud: It can be owned, managed, and operated by a business, 
academic, or government organization. The services are presented to the 
general public [24]. 

• Community Cloud: It is owned by several organizations; it is managed by the 
organizations or a third party. The services are presented to users of the 
specific community [24]. 

• Hybrid Cloud: It is a composition of many cloud infrastructures (private, 
community, or public). It enables data and application portability (e.g., cloud 
bursting for load balancing between clouds) [24]. 

 
C. Fault Tolerance in Cloud Computing 

Fault tolerance is considered an important criterion to evaluate the performance 
level of the provided services in cloud computing. Any lack of cloud resources 
could lead to a vital issue in response time, throughput, and job execution [25]. 
Therefore, adopting a robust fault tolerance system is an essential step for error 
identification and overcoming. As the cloud computing architecture is designed 
based on a large number of interconnected nodes, hence, a crash of one node can 
affect the entire cloud network [26]. The ability to continue executing the 
requested tasks in the presence of internal defects is a crucial objective of the fault 
tolerances in the cloud system. Real-time applications require providing on-time 
services with a high level of availability and reliability to the users [27].  
Three important concepts are usually used in computer and cloud systems which 
are fault, error, and failure. The term “fault” in the computer refers to the system’s 
inability to perform the required functions due to unexpected conditions or a flaw 
found in a certain unit [28]. Many faults may occur in the system such as processor 
faults, network faults, and physical faults. The presence of any of these faults may 
cause errors in the system [29]. The term “error” is usually expressed as the 
difference between the actual expected value and the predicted or calculated value. 
Error usually appears in system and application software codes which leads 
sometimes to certain failures in hardware components [30]. When the system fails 
to work properly and cannot present the expected outcome, at this point the 
system enters a failure state [31]. Figure 1 shows the relationship among the fault, 
error, and failure. 
 
 
 
 
 
 

Figure 1: The Relationship Among Fault, Error, and Failure [8]. 
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1. Fault Tolerance Parameters 

For cloud computing, the current fault tolerance approach considers different 
parameters. The metrics are kind of fault tolerance (proactive, reactive, and 
resilient), performance, response time, scalability, throughput, reliability, 
availability, usability, overhead associated & and cost-effectiveness with it [20].  
 
• Performance: Identifying the competency of the cloud service is an important 

step in measuring the cloud computing performance. To achieve tolerable 
latency, performance can be enhanced by increasing reaction time [2]. 

• Response Time: It refers to the time needed to execute the user’s request in a 
cloud-based application. In general, the cloud providers aim to achieve minimum 
response time when delivering the service to the clients. The response time is 
usually measured in milliseconds, seconds, or minutes [34]. 

• Scalability: The increasing demands on cloud service require expanding the 
cloud resources. Scalability can be achieved either by adding resources such as 
memory, storage devices, and computing units to a certain server or by founding 
new data centers. This expansion enables businesses to increase the IT 
infrastructure for their operations [35]. 

• Throughput: It is the amount of data to be manipulated by the cloud in a certain 
time. This data can be a batch of tasks initiated by the cloud’s users. This metric 
indicates the ability of the cloud to present a high level of data flow in various 
workload periods. Usually, throughput is measured in Mbps or MBps [35]. 

• Reliability: It refers to the ability of the cloud system to continue providing 
service without occurring any error. The period between every two errors in the 
whole cloud system is calculated, and then the mean value of these periods can 
be expressed as the reliability factor. It is a vital indicator that describes the 
system's availability [36]. 

• Availability: The probability that an object can operate properly under specific 
conditions at a given point in time. As a system's reliability increases, its quality 
is typically determined by taking into account its performance [37]. 

• Cost-Effectiveness: The fundamental aim is to access high system efficiency at a 
fair cost. The cost does not involve the cost of purchasing the hardware and 
software only, but also the ongoing costs of maintenance, support, and upgrades 
[38]. 

2. Classification of Fault Tolerance Techniques 

The main scope of this review is to present a survey about the main fault tolerance 
techniques in cloud computing. There are three major types of fault tolerance 
techniques, such as reactive, proactive, and resilient methods.  

2.1 Reactive Fault Tolerance Techniques  

The main purpose of the reactive fault-tolerance techniques in the 
cloud/distributed system is to minimize the effects of the faults on the provided 
services to the cloud users by identifying and processing the faults after their 
occurrence [39]. Various reactive fault tolerance techniques are used to prevent 
faults in cloud computing as follows: 
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• Checkpointing and Rollback: Checkpointing is the process of periodically 
assigning the system state to be restored in the event of a failure. This is done by 
creating a snapshot of the system's resources state at a specific point in time 
[32]. When a failure occurs, the system can be restored to the previous 
checkpoint, minimizing the impact of the failure. Checkpointing is an important 
part of system reliability and fault tolerance. It can help to ensure that the system 
can recover from failures quickly and without data loss [33]. 

• Replication: It is important to periodically back up sensitive data by preparing a 
recovery plan in case of a robust disaster. This process can assure the 
organizations that data can be recovered and resume operations even if data loss 
or system failure [14].  

• Load Balancing: It is the process of overcoming the overloading issue on a single 
server by distributing the workloads and network traffic across many. This 
Proactive technique ensures that a certain server cannot be overwhelmed, this 
will reduce the risk of performance degradation and potential failures [14]. 

• Retry/ Task resubmission: The tasks can be submitted for execution. If the task 
fails to be executed, then the task will be re-executing repeatedly. Re-execution 
may be on the same resources or another resource until the fault is repaired or it 
can be terminated if it is unrepairable  [14]. 

• S-Guard: This technique is used in many distributed database systems which 
uses the rollback recovery to keep the data maintained. The main concept is to 
check the states of all nodes periodically. If the fault appears in a certain node, 
then it can be restarted from their most recent checkpoints [34]. 

2.2 Proactive Fault Tolerance Techniques  

These techniques are responsible for addressing and identifying potential 
problems before causing service disruptions in the cloud system. These techniques 
aim to ensure the reliability of the cloud system by anticipating and preventing 
various faults [35]. The proactive fault tolerance techniques can be classified as the 
following:  
• Self-Healing: Different VMs can execute various tasks separately. This concept 

makes the automatic handling of faults easier. Task automatic recovery can be 
performed for the isolated task, without affecting the operation of all VMs [29].  

• Machine Learning (ML) and Artificial Intelligence (AI): ML and AI algorithms 
can be trained on historical data to learn patterns and anomalies, enabling them 
to predict potential faults. Predictive models built using ML and AI can analyze 
various system parameters and behavior to forecast potential faults and 
recommend actions to mitigate risks [29].  

• Anomaly Detection: Anomaly detection techniques identify deviations from 
normal behavior or patterns in system data. Predicting faults through anomaly 
detection helps in identifying irregularities that may indicate potential issues, 
allowing for timely intervention [36].  

• Failure Mode and Effects Analysis (FMEA): FMEA is a systematic method for 
evaluating and ranking potential failure modes and their effects on system 
performance. By systematically analyzing failure modes, FMEA helps identify 
critical points of failure and prioritize proactive measures to address them [13].  
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• Condition Monitoring: Overview: Continuous monitoring of the condition of 
system components using sensors and data analysis. Detecting early signs of 
degradation or abnormal conditions can help predict and prevent potential faults 
before they lead to system failures [37]. 

• Reliability Maintenance (RCM): RCM is a structured approach to maintenance 
planning that identifies critical components and optimizes maintenance 
strategies based on their reliability. By focusing on critical components, RCM 
helps predict potential failures and ensures that maintenance efforts are targeted 
where they are most needed [38]. 

• Root Cause Analysis (RCA): RCA is a method for identifying the root causes of 
faults or failures. Understanding the root causes of past failures enables 
organizations to predict and prevent similar issues from recurring in the future 
[39]. 

• Failure Prediction Models: Building models based on historical failure data to 
predict when similar failures may occur. These models help forecast potential 
faults, enabling organizations to take preventive actions, such as targeted 
maintenance or component replacement [40]. 

• System Health Monitoring: Continuous monitoring of various system 
parameters to assess overall system health. Monitoring system health allows for 
the early detection of signs that may indicate potential faults, enabling proactive 
measures to be taken [36]. 
 

D. Literature Review 

Cloud providers enable their clients to access the services at any time and 
from anywhere based on subscription. Issues arise when resource requests are not 
met by the cloud environment, leaving a conundrum over how to proceed with the 
task. This frequent state is referred to as an equalization or resource allocation 
fault, and it needs to be managed without the user noticing it [41]. Numerous 
researchers have put out fixes for algorithms that are fault-aware and tolerance-
focused. 
A. Ragmania et al. analyzed the operation failure data for the heterogeneous 
servers, the data was collected by the Backblaze cloud storage provider between 
the years 2015 and 2018. The analyzing process involves investigating the 
feasibility of building a Machine Learning (ML)--based prediction module for cloud 
failure states. Many preprocessing operations have been performed to select only 
the 7 most affected features out of 95. Artificial Neural Networks (ANN), Naive 
Bayes, and regression algorithms have been utilized to build the proposed model. 
The results indicated that ANN achieved a better response to the failure with an 
accuracy of (95.55%) [42]. 
V. Sivaraj et al. proposed a new load allocation technique to enhance the 
virtualization service in cloud systems by achieving workload balancing among the 
VMs within the same server. This load allocation technique involved creating 
master and slave VMs, and then allocating different resource configurations for 
both. To test the proposed technique, the virtual box is used to create many VMs to 
be integrated for displaying the Google Earth cloud-based application in a 
panoramic view depending on the Liquid Galaxy framework. It is noted that 
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integrating the different configuration VMs provided an enhanced display 
performance and avoided faults [43]. 
P. Gupta et al. Suggested and investigated a scheduling technique named “an elastic 
pull-based Dynamic Fault Tolerant (E-DFT)”. The aim was to reduce the response 
time of the possible failure in the physical and virtual machine while performing 
backup in many independent tasks within the cloud system. E-DFT evaluation 
involves measuring response time, resource utilization, guarantee ratio, and 
energy consumption using the Cloudsim Simulation tool. The obtained results are 
compared with other related techniques and indicate that E-DFT achieved higher 
performance in terms of guarantee ratio and system utilization [44].  
S. M. A. Attallah et al. proposed the “Proactive Load Balance Fault Tolerance  

(PLBFT)” approach to enhance the reliability and availability of cloud 
infrastructure. It monitors the CPU utilization, and once it detects high utilization, 
it moves the defective VM to another destination host or manipulates the load 
issue on the destination host and then moves the defective VM. The proposed 
approach is evaluated using Mean Time Between Failure (MTBF) and Mean Time 
to Fail (MTTF) metrics. The evaluation involves measuring the load balancing 
effectiveness with 60 faults in the VM’s CPU. The results indicate that load 
balancing achieved higher performance in terms of operation time by moving the 
defective VM to a minimum load host [40]. 
 G. Sharma presented a composition of machine learning techniques with cloud 
computing to build a fault tolerance framework for optimizing the system's 
availability and reliability. It involves multiple modules, the first module contains 
many nodes that collect data about CPU temperature, Memory consumption, fan 
speed, and response time. In addition, a prediction model based on a support 
vector machine algorithm is proposed to predict the failure at each node using the 
current and previous log data. The model was trained and tested to classify the 
resources’ states. If there is an abnormal condition, the model classifies the data as 
faulty, and the alarm is turned on [45].  
 A. Semmoud et al. reduced the number of replications during the cloud system 
maintenance by designing an adaptive algorithm based on a set of previously 
proposed techniques for load balancing in the cloud system. The algorithm 
enhanced the previous techniques by mixing Migration and Replication to avoid 
the failure of the VMs. The evaluation involves experimenting with 200 VMs in five 
physical machines for sixty data centers. The evaluation focused on three 
parameters: overhead, the completion rate, and average CPU utilization. The 
proposed algorithm presented better performance compared with the other 
algorithms [46]. 
A. Rezaeipanah et al. indicated the fault detection dimension by providing a 
detailed analysis of the fault nature and its detection mechanism. In addition, a 
fuzzy logic-based method is proposed to respond to the fault occurrence by testing 
response time, load density, and throughput for 50 physical nodes. Optimizing 
fault tolerance and achieving load balancing can be requested task re-execution 
and migration for each checkpoint. The proposed system evaluation involves using 
the nodes of seven servers in the Vietnam Data Communications Company. The 
proposed system achieved the best accuracy compared with other related 
techniques [47].  
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J. H. Abro et al. used three machine learning algorithms to analyze the threshold 
values for the utilization of some cloud resources such as CPU, RAM, bandwidth, 
and Disk. The previous data on resource utilization was used as training and 
testing to assign the threshold. The data is preprocessed to extract most related 
features that have a direct impact on resource utilization. The Naïve Bayes, random 
forest, and linear regression are used to classify the data. The results indicated that 
Naïve Bayes can classify the data as fault or no-fault more accurately than the 
other algorithms in terms of accuracy, sensitivity, specificity, and mean square 
error. [48]. 
H. Yang and Y. Kim proposed a novel system to ensure cloud system availability by 
monitoring the fault detection process. The proposed system can be linked with a 
Long-Short Term Memory (LSTM) unsupervised machine learning algorithm to 
predict and prevent faults in the VMs. The training and testing data are collected 
from the real-time workload of the cloud system. In addition, the monitoring 
system can identify in which part of the cloud system the fault appears. After 
identifying the faulty part and the fault reason, the system displays the features 
that may cause this fault. The data have been preprocessed to be valid for training 
[49].  
S. Jaswal and M. Malhotra designed an “Agent-based Fault Tolerance Manager 
(AFTM)” to overcome the failure in VMs and increase the reliability and availability 
of the cloud system. AFTM assigns the service provider to the cloud users based on 
the rank of that provider. The rank is identified based on multiple parameters such 
as trust values, check-pointing overheads, availability, and throughput. AFTM 
consists of a set of layers that interact with each other to set the rank of the service 
provider. The performance of the AFTM has been compared with the related OCI 
framework. The experimental results indicate that AFTM is better in terms of 
efficiency [50]. 
J. Gao et al. proposed a machine learning bidirectional BI-LSTM algorithm to 
predict the failures before their occurrence in the cloud systems and then avoid the 
wastage of resources. BI-LSTM analyzed the previous messaging logs of the cloud 
system to build a prediction model for classifying the task states as to whether it is 
completed or failed. The BI-LSTM model has been evaluated by comparing its 
performance with SVM, RNN, and LSTM. The evaluation included measuring the 
performance of the proposed BI-LSTM in terms of accuracy and F1 metrics for the 
job and task failures. The evaluation results indicated that the proposed BI-LSTM 
achieved higher accuracy and F1 [51]. 
S. Kumar T et al. focused on the checkpoint/restart method fault tolerance to 
improve the cloud services reliability. They proposed an “Intelligent fault-tolerant 
mechanism” that involved multiple algorithms and techniques. The first algorithm 
identifies the failure of the VM, the second enhances the interval time for each 
checkpoint. In the third stage, failed tasks were restarted using log-based recovery 
based on asynchronous checkpoint/restart. This technique was evaluated using 
100 to 1000 real-time tasks within a cloud system. The results indicated the ability 
of the proposed technique to minimize power consumption and optimize fault 
tolerance compared with other related methods [52]. 
A. Rawat et al. suggested a “Threshold-Based Adaptive Fault Tolerance (TBAFT)” 
technique to support the reliability and availability of cloud services. TBAFT 
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detects the faulty VM and assigns the alternative according to the predefined 
threshold value. The adaptive manager is the main component of TBAFT, it 
identifies the best fault tolerance action by providing some alternative nodes 
within the cloud system to select the most appropriate one for the faulty node. 
TBAFT evaluation was compared with two fault tolerance techniques to ensure the 
proposed system's effectiveness. The results indicated the ability to increase fault 
tolerance in terms of throughput, total migration time, and failure rate [53]. 
P. Kumari and P. Kaur built an adaptive fault tolerance technique based on 
replication and checkpoint techniques. The proposed technique utilized fuzzy logic 
to identify the sufficient fault-tolerant method for checking the presented task in 
the cloud system. The identification process was performed based on many factors 
such as the cloud’s user preferences, the failure risk of the physical machine, and 
the abilities of the cloud system. The proposed technique was evaluated by 
comparing the number of recovered hosts with checkpoints and replication 
separately, with the number of hosts that were recovered using the proposed 
adaptive systems [54]. 
N. R. Moparthi et al. proposed an enhanced “Energy Sensitive and Load Balancing 
(ESLB)” framework to manage the power and workload in the cloud-based IoT 
system. The proposed framework improved the IoT network response time by 
60%, reducing power consumption by 31%, execution time by 24%, node shut 
down by 45%, and infrastructure by 48%.  of the IoT network as well as 
minimizing the power consumption. The evaluation of the ESLB framework 
includes measuring the response time, execution time, and power consumption 
with and without the ESBL framework to identify the effectiveness of the proposed 
framework [55]. 
K. R, B et al. suggested the “Inspired Lion Optimization Algorithm for Load 
Balancing (ILOA-LB)” to manage the load balancing problems in the cloud system. 
ILOA-LB specifies the overload and underload nodes in the cloud environment, 
then the tasks are migrated to the appropriate nodes based on their handling 
capabilities. This process is performed by defining the number of nodes and 
identifying the fitness of each node. The task length and VM capacity are checked 
before migrating the task into the node. The ILOA-LB was evaluated using nodes of 
three data centers and the experimental results showed that ILOA-LB was able to 
identify the node capacity accurately [56]. 
S. Mangalampalli et al. proposed a “Fault Tolerance Trust-based Algorithm for Task 
Scheduling (FTTATS)” to enhance the cloud user’s trust by avoiding task failures. 
The FTTATS identifies the tasks and VM priorities to schedule the task within an 
accurate VM. To build the scheduler, the optimization algorithm (Harris Hawks) 
has been utilized. FTTATS was applied to schedule tasks in many state-of-art 
approaches in terms of some criteria such as makespan, rate of failure, trust-based 
SLA, and success rate. The FTTATS was evaluated using the Cloudsim simulation 
tool and worklog data for real real-time supercomputer [57]. 
S. M. F. D. S. Mustapha and P. Gupta proposed a DBSCAN machine learning 
clustering algorithm to overcome resource allocation failures in cloud systems. 
DBSCAN can be used to divide the cloud resources nodes into many clusters based 
on their distances. Once all nodes have been clustered, the resources scheduler is 
performed in a form that all tasks within the same cluster range can be executed by 
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the nodes of that cluster. The evaluation involved using 1000 to 10000 tasks from 
four different data centers to investigate the overload and underload states. The 
results approved the ability of the DBSCAN to allocate the cloud resources 
efficiently [58]. 
R. R A. Muralidharan and K. Latha suggested the “Gorilla Troops Optimizer Based 
Fault Tolerant Aware Scheduling Scheme (GTO-FTASS)” to enhance fault tolerance 
during task scheduling and resource allocation. The suggested technique was 
inspired by the social intelligence of the gorilla troops. GTO-FTASS depends on the 
expected time of completion and failure probability of task execution to derive the 
fitness function. The proposed technique recovers the failed tasks by rescheduling 
them for execution again. The results showed the ability of the proposed technique 
to work efficiently and accurately [59]. 
L. Zhu et al. presented a failure recovery method based on reinforcement learning 
for the Automatic Train Supervision (ATS) in the cloud platform of urban rail 
transit. LSTM was used to enhance the fault sensitivity by classifying the service 
states into three classes. Then performing suitable actions such as removal or 
backup according to the state of each service. Three state accuracy metrics for 
critical, alert, and normal states are measured to evaluate the ability of an agent to 
monitor VMs and perform appropriate action. The experimental results indicated 
the ability of the LSTM to identify the ATS faults and increase the reliability [60]. 

E. Discussion and Comparison among Reviewed Research 

In this subsection, the reviewed fault tolerance techniques are summarized and 
listed in Table 1. The summary involves the most related features within each 
reviewed work. For each reviewed work, we discussed the problem, utilized the 
technique, and the obtained result after applying the technique. The proposed 
techniques presented various solutions for a wide range of fault tolerance 
problems in cloud computing environments. Some of the researchers developed an 
existing fault tolerance technique, while others proposed a unique model as a 
solution.  

Table 1: Comparison Among Reviewed Fault Tolerance Techniques. 

Author Problem Category 
Fault 

Tolerant 
Technique Result 

[33] Faults in Cloud Storage Providers Proactive 
Machine 
learning 

ANN 
Algorithm 

Building ANN model with 
95.55% 

[34] Imbalance load for multiple VMs. Reactive Load Balancing 
Load 

allocation 
Technique 

the system is fault-free and 
has tolerated fault 

proactively. 

[35] 
Issues in response time issue 

during backup failure. 
Proactive 

Minimizing 
response time 

E-DFT 
Scheduling 
technique 

Minimized Response time 

[25] CPU Faults during VM operation Reactive Load Balancing PLBFT 
Maximum MTBF compared 
with some related Methods 

[36] 
Abnormal CPU temperature, 
Memory consumption, etc. 

Proactive 
Machine 
learning 

SVM 
Algorithm 

Detecting the abnormal 
condition of some resources. 

[37] 
Exhausting resources during task 

replication and checkpoint 
recovery 

Reactive Load Balancing RPMFT 
Minimizing the number of 

replications with reliability 
enhancement 



  ISSN 2549-7286 (online) 

Indonesian Journal of Computer Science   Vol. 13, No. 2, Ed. 2024 | page 1742   

[38] Detecting fault dimension Proactive 
Condition 

Monitoring 
Fuzzy Logic 

minimizing response time to 
the fault occurrence 

[39] Predicting VMs failures Proactive 
Machine 
learning 

Naïve Bayes, 
RF, 
and 

regression 

Naïve Bayes achieved a more 
accurate classification 

[40] 
Difficulties in the configuration of 

the fault detection technique 
Proactive 

Machine 
learning 

LSTM  

[41] overcome the failure in VMs Reactive 
Checkpointing 
and Rollback 

AFTM 
AFTM is better in terms of 

efficiency 

[42] 
predicting job failure before the 

occurrence 
Proactive 

Machine 
learning 

LSTM 
BI-LSTM achieved higher F1 

and accuracy 

[43] 
Enhancing checkpoint/restart 

method 
Reactive 

Checkpointing 
and Rollback 

  

[44] Enhancing cloud service reliability Proactive 
Condition 

Monitoring 
TBAFT 

detecting and supporting the 
VMs in the Cloud system 

[45] 
Classifying the failure risks in the 

cloud hosts during task 
implementation 

Reactive 

Adaptive 
model 

(replication 
and 

Checkpoint) 

Fuzzy 
Logic 

Adaptive model 
performance is better than 

using checkpoint and 
replication separately. 

[46] 
Balancing the load of the IoT data 

and Application on the cloud 
Reactive Load Balancing ESLB 

Improving response time, 
execution time, power 
consumption, and cost. 

[47] 
Identifying the load capacity for 

cloud nodes. 
Reactive Load Balancing 

Optimization 
Algorithms 

 

[48] avoiding the task failures Reactive 
Task 

Scheduling 
FTTATS 

Enhanced performance in 
terms of span, failure rate, 

and success rate 

[49] 
overcome resource allocation 

failures in cloud system 
Proactive 

Machine 
learning 

DBSCAN 
DBSCAN allocated the cloud 

resources efficiently. 

[50] 
enhancing task scheduling and 

resource allocation 
Reactive 

Task 
Scheduling 

Optimization 
Algorithms 

Better Performance than 
other related techniques. 

[51] 
ATS faults in the urban rail transit 

cloud platform. 
Proactive 

Machine 
learning  

LSTM 
Increasing the reliability of 

the ATS. 

 
In this study, the reactive and proactive categories of fault tolerance techniques are 
discussed. Figure 2 indicates that 50% of the reviewed techniques are reactive and 
50% are proactive. The proposed reactive-based techniques implemented some 
procedures in cloud systems that could identify the fault and process it after 
occurring such as checkpoint and restarting, load balancing, and replication. The 
proactive-based techniques focus on monitoring the states of the VMs, services, 
user requests, and other system parameters to predict the possibility of a fault 
occurrence in any node in the system. 
 
 
 
 
 
 
 
 
 

Figure 2: Categories of The Fault Tolerance Techniques Used in This Study. 
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The researchers built their fault tolerance frameworks to improve the reliability 
and availability of cloud computing services. Some of the frameworks such as [33], 
[36], [39], [40], [42], [49], and [51] have been designed based on machine learning 
algorithms as effective tools to utilize the log data of different cloud components to 
build classification model and predicting the future faults before occurrence. In 
addition, frameworks such as [25],[34],[37],[46], and [47] proposed a fault 
tolerance technique based on load balancing to measure the overloading level of 
each component to automate the load balancing among all cloud components. 
However, other researchers proposed their solution based on metaheuristics 
optimization algorithms. Figure 3 indicates the ratio of each technique reviewed in 
this study. 
 
 
 
 
 
 
 
 
 
 
 
 
 
F. Recommendations 

Based on the results in the figures (2 and 3), the process of identifying the fault is 
significant after and before its occurrence. It required to focus on enhancing both 
reactive and proactive fault tolerance techniques. In reactive techniques, it is 
recommended to utilize the geographical positioning system to allocate the nearest 
cloud servers to support the overloaded servers and achieve load balancing. In 
addition, KNN and K-mean machine learning algorithms can be used to divide the 
cloud servers into multiple clusters with homogeneous characteristics to increase 
the process of fault identification. In proactive techniques, it is recommended to 
use other machine learning and deep learning algorithms in the process of 
predicting the faults proactively. Optimization algorithms such as swarm and bio-
inspired algorithms also could play a vital role in improving fault tolerance in 
cloud computing systems.  
 
G. Conclusion 

Providing cloud service with high reliability, availability, and scalability became a 
challenge for cloud service providers due to the complex configuration of cloud 
infrastructures and platforms. A variety of faults have been discussed in this study 
and the effects of each failure on the cloud system. Besides, multiple fault tolerance 
in cloud computing environments was explained. Fault tolerance is considered a 
crucial part of cloud system integrity, it is responsible for continuously presenting 
the cloud service to the cloud’s users even with the presence of defects in various 
parts of the cloud. The main objective of this study is to present a review of the 

Figure 3: Summarizing the Utilized Fault Tolerance Techniques in The Study. 



  ISSN 2549-7286 (online) 

Indonesian Journal of Computer Science   Vol. 13, No. 2, Ed. 2024 | page 1744   

recent fault tolerance techniques. The researchers presented an effective solution 
to overcome the fault tolerance challenges in cloud computing. The evaluation 
results indicated that the proposed technique can be generalized to be utilized in 
another cloud environment to minimize error and optimize cloud reliability. 
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